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Abstract

At the present time, the modern platforms of high-performance computing (HPC) consist
of heterogeneous computing devices that are connected through complex hierarchical
networks. Moreover, it is moving towards the Exascale era, which makes the number of
nodes increase, as well as the number of cores within a node to increase. As a
consequence, communication costs and data movement are increasing. Given that, the
efficient topology-aware process mapping has taken on a significant role to optimize the
data locality management efficiently in order to improve parallel application performance
and reduce power consumption. It will also decrease the communication costs of the
processes of the parallel application by matching the application virtual topology
(communication patterns) to the target underlying hardware architecture, which is called
physical topology. Additionally, it will improve the locality problem, which is one of the
most challenging issues faced by the current parallel applications. In this dissertation, we
depict a mapping algorithm that matches parallel application processes as a virtual
topology with the physical topology of the target machine to improve application
performance and reduce power consumption. It is also a way to integrate triple models of
the parallel programming model as a hybrid tri-model to develop the performance of
parallel applications that combines OpenACC, OpenMP and OpenMPI. We actualized
these contributions (the mapping algorithm based on the hybrid model) and accomplished
fantastic outcomes to reduce power consumption and improve the performance of the

parallel application.



